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Abstract The North Atlantic Oscillation (NAO) is one of themost prominent teleconnection patterns in the
Northern Hemisphere and has recently been found to be both an internal source and useful predictor of the
multidecadal variability of the Northern Hemisphere mean surface temperature (NHT). In this study, we
examine how well the variability of the NAO and NHT are reproduced in historical simulations generated by
the 40 models that constitute Phase 5 of the Coupled Model Intercomparison Project (CMIP5). All of the
models are able to capture the basic characteristics of the interannual NAO pattern reasonably well, whereas
the simulated decadal NAO patterns show less consistency with the observations. The NAO fluctuations
over multidecadal time scales are underestimated by almost all models. Regarding the NHT multidecadal
variability, the models generally represent the externally forced variations well but tend to underestimate the
internal NHT. With respect to the performance of the models in reproducing the NAO-NHT relationship, 14
models capture the observed decadal lead of the NAO, and model discrepancies in the representation of
this linkage are derived mainly from their different interpretation of the underlying physical processes
associated with the Atlantic Multidecadal Oscillation (AMO) and the Atlantic meridional overturning
circulation (AMOC). This study suggests that one way to improve the simulation of the multidecadal
variability of the internal NHT lies in better simulation of the multidecadal variability of the NAO and its
delayed effect on the NHT variability via slow ocean processes.

1. Introduction

The North Atlantic Oscillation (NAO) is one of the most prominent modes of atmospheric variability over the
NorthernHemisphere (NH)andhasan important influenceon theclimateof theNorthAtlantic andsurrounding
continents [Hurrell, 1995; Hurrell et al., 2003]. The spatial structure of the NAO is characterized by the opposite
variation of two pressure centers, the Azores High and the Icelandic Low, reflecting atmospheric mass fluctua-
tion between the midlatitudes and the polar region [Hurrell, 1995; Thompson and Wallace, 2001; Li and Wang,
2003]. The temporal variability of the NAO covers time scales ranging from interannual to interdecadal
[Wanneretal., 2001;LiandWang, 2003;Li etal., 2013;Sunetal., 2015b].Accordingly, theNAOmakesan important
contribution to climate variability over different time scales [Hurrell and Van Loon, 1997; Gong et al., 2001;Ding
et al., 2005; Li, 2005; Deser and Teng, 2008;Wu et al., 2009, 2012; Sun et al., 2015a; Zheng et al., 2016].

The NH mean surface temperature (NHT) shows a well-defined multidecadal variability during the twentieth
century [Schlesinger and Ramankutty, 1994; Swanson et al., 2009; Li et al., 2013]. Many studies have tried to
identify the source of this multidecadal variability and attributed it to both external forcings [Stott et al.,
2000; Booth et al., 2012] and internal climate variability [Delworth and Mann, 2000; Zhang et al., 2007; Li
et al., 2013; Dai et al., 2015]. Recently, Li et al. [2013] found that the preceding NAO may be an important
source of the multidecadal variability of the NHT. They found observational evidence that the NAO leads
the detrended NHT by about 16 years and also that the Atlantic Multidecadal Oscillation (AMO), as well as
the associated slow ocean processes, may play an important role in connecting the multidecadal variability
of the NAO with that of the NHT. Their study assists our understanding of internal climate change over
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multidecadal scales, as well as improving the interpretation and projection of the NHT changes in climate
models. Thus, it is necessary to examine how the NAO variability and its connection to the NHT over multi-
decadal time scales are represented in climate models.

The Coupled Model Intercomparison Project (CMIP) provides us with a unique opportunity to evaluate the
skill of coupled models in reproducing NAO variability and its climatic impact. In fact, the representation of
the spatial and temporal variability of the NAO by climate models has been analyzed in earlier studies.
Previous assessments of the models that participated in phase 3 of the CMIP (CMIP3) have shown that the
main features of the seasonal [Stoner et al., 2009; Bladé et al., 2012; Handorf and Dethloff, 2012] and daily
[Casado and Pastor, 2012] spatial patterns of the NAO are captured by most models. However, most of the
CMIP3 models fail to capture the spectral behavior [Stoner et al., 2009; Handorf and Dethloff, 2012] of the
NAO. In addition, Casado and Pastor [2012] suggested that although some of the CMIP3 models were able
to reproduce the characteristics of the probability distribution of the daily NAO, none of them could properly
reproduce the NAO’s characteristic time scales. Keenlyside et al. [2008] found that the temporal evolution of
the NAO over multidecadal time scales simulated by ECHAM5/MPI-OM (one of the CMIP3 models) did not
agree with the observations. They pointed out that this might be a possible source of bias in the decadal
climate predictions, as the NAO is an important atmospheric forcing over multidecadal time scales.
However, their study involved only one model, and it is necessary to further assess how the NAO multideca-
dal variability is represented in other CMIP models.

Phase 5 of the CMIP (CMIP5) contains more models with a generally higher spatial resolution than did CMIP3
[Taylor et al., 2012], and this provides us with a better chance to understand NAO variability and its climatic
impacts. Recently, Lee and Black [2013] identified NAO-like patterns within the CMIP5 simulations and
assessed the correspondence between model simulations and reanalysis data using cluster analysis. They
found that a minority of models failed to replicate the NAO pattern and that their inability to simulate the
NAO pattern may have been derived from their inadequate interpretation of climatological stationary waves.
Davini and Cagnazzo [2013] analyzed the representation of the wintertime NAO in CMIP5 simulations and
pointed out a possible misinterpretation of the empirical orthogonal function (EOF)-based NAO pattern
caused by model biases in the underlying dynamical processes related to atmospheric blocking. Gillett and
Fyfe [2013] studied the historical and future trends of the NAO simulated by the CMIP5 models and the
NAO response to volcanic aerosols and solar irradiance. However, none of these studies considered the per-
formance of models in describing the spatial or temporal variability of the NAO over multidecadal time scales.

In this paper, we address two main issues. First, we systematically analyze the spatial pattern and temporal
variability of the NAO, with special focus on multidecadal time scales, as well as the multidecadal variability
of the NHT in the simulations of the 40 CMIP5models, which is a much larger ensemble than has been used in
previous studies. In addition, based on the work of Li et al. [2013], we examine how well the state-of-the-art
coupled climate models capture the observed NAO-NHT relationship. The remainder of this paper is
organized as follows. Section 2 introduces the data and methods used in this study. An analysis of the perfor-
mance of the models in reproducing the historical NAO and NHT is presented in section 3. The model simula-
tions of the NAO-NHT relationship are discussed in section 4. Finally, section 5 summarizes our main
conclusions and the problems that remain to be solved.

2. Data and Methods
2.1. Data

Observed sea level pressure (SLP) data are obtained from the Hadley Centre’s monthly historical mean SLP
data set (HadSLP2r) [Allan and Ansell, 2006] and the National Center for Atmospheric Research SLP data set
(NCAR SLP) [Trenberth and Paolino, 1980]. Both SLP data sets have a horizontal resolution of 5° × 5°. SLP from
another data set, the National Oceanic and Atmospheric Administration 20th Century Reanalysis Version 2c
(20CRv2c) [Compo et al., 2011], gives similar results (not shown). The observational surface temperature data
set used in this study is version 4 of the combined land and sea surface temperature data set from the UKMet
Office Hadley Centre and the Climatic Research Unit at the University of East Anglia (HadCRUT4) [Morice et al.,
2012], which has a horizontal resolution of 5° × 5°. Observed sea surface temperature (SST) data used in this
study are from the Hadley Centre’s sea surface temperature data set (HadSST3) [Kennedy et al., 2011a, 2011b]
in a horizontal resolution of 5° × 5°.
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In this study, we analyze simulations from the 40 Atmosphere-Ocean General Circulation Models (AOGCMs)
that participated in CMIP5. The model outputs used are based on their availability from the CMIP5 archive
(http://cmip-pcmdi.llnl.gov/cmip5), and information related to these models, including their developing
centers and horizontal resolutions, is listed in Table 1. To assess the ability of themodels to reproduce past cli-
mate variability, weusemonthly output for the period1900–2005 fromhistorical simulations that are forcedby
observed atmospheric composition changes of both natural (e.g., solar irradiance and volcanic aerosols) and
anthropogenic (e.g., greenhouse gases, sulfate aerosols, and ozone) sources [Taylor et al., 2012]. The results
presented in this study are based upon the first realization (r1i1p1) of all models (except EC-EARTH, for which
r7i1p1 is used due to data availability) considered. The same analysis of the simulated variability of the NAO
and NHT is also completed after concatenating different runs for models that provide ensembles of historical
simulations, and the results are generally consistentwith those coming fromonly one realization. As the ocean
component of most AOGCMs uses a tripolar global grid, the modeled outputs of ocean variables such as SST
are interpolated onto a common rectangular grid of 1° × 1° prior to further calculations.

2.2. Methods

The NAO pattern is defined as the leading empirical orthogonal function (EOF) [Wilks, 2006] mode of the SLP
field over the North Atlantic region. The EOFs are defined as the eigenvectors of the covariance matrix of the
SLP fields. For a regular latitude-longitude grid, the grid points at higher latitudes usually represent a smaller
area. To avoid overestimation of the impact of SLPs at higher latitudes, we apply an area-weighting method
[Chung and Nigam, 1999; Thompson and Wallace, 2001; Handorf and Dethloff, 2012; Liu et al., 2016] to ensure
that equal areas are equally weighted. The gridded SLPs are multiplied by the square root of the cosine of
their latitude before calculating the EOF modes, so that the covariance matrix is weighted by the cosine of
the latitude. To ensure that the NAO patterns are comparable between the different CMIP5 models, we
normalize the EOF loading patterns using the standard deviation of the corresponding principal components
following the method of Zheng et al. [2013] and Liu et al. [2016]. Note that, as the NCAR SLP contains missing
values in the North Atlantic region during the first half of the twentieth century, we use an alternativemethod
to calculate the NAO pattern for the validation between the two observational data sets. Instead of using the
actual EOFs, we first calculate the leading EOF mode for the period without missing values, then calculate the
associated principal component (PC) time series for the whole period according to this leading mode, and
finally standardize the PC time series and regress the original SLP field of the whole period onto the standar-
dized PC time series to obtain the regressed NAO pattern. We note that other approaches are available, such
as using statistical methods to fill the missing points in the SLP data [Beckers and Rixen, 2003; Kondrashov and
Ghil, 2006], which provide an alternative way of validating the observational data sets that could be used in
the future. The decadal NAO pattern is defined as the leading EOF mode of the 11 year running average SLP
fields over the North Atlantic region. The NAO index (NAOI) is defined as the difference in the normalized SLP,
zonally averaged over the North Atlantic sector (80°W–30°E), between the two latitudes that have the stron-
gest negative correlation in SLP variability [Li andWang, 2003; Li et al., 2013]. We also examine the NAOI which
is defined as the PC of the leading EOF mode. Great consistency is found between these two kinds of NAOIs,
with a correlation coefficient of 0.96 (0.97) for HadSLP2r (NCAR SLP) and no less than 0.90 for all of themodels.
Thus, the results of this study are insensitive to the definition of the NAOI.

The NHT is defined as the mean surface temperature averaged poleward of the equator. The forced compo-
nent of the NHT variability is estimated by taking the ensemble mean of all CMIP5 simulations based on the
assumption that the internal variability can be largely averaged out by taking the ensemble mean of a suffi-
ciently large ensemble. A similar method has been used in previous studies [Kravtsov and Spannagle, 2008;
Knight, 2009; Knutson et al., 2013;Mann et al., 2014; Tandon and Kushner, 2015; Peings et al., 2016]. Taking into
account the different model sensitivities to the external forcings, estimation of the forced NHT for eachmodel
is scaled using the linear regression coefficient of the NHT simulated by each individual model onto themulti-
model ensemble mean (MME). Unforced internal variability of the NHT is then obtained by subtracting the
estimated forced component of the NHT from the simulated total NHT for each model. The AMO index
(AMOI) is defined as the North Atlantic (30°–65°N, 75°W–7.5°E) area-averaged annual mean unforced SST
anomalies. When constructing the AMOI, we average the SST anomalies over the North Atlantic domain first
and then remove the forced component. The forced component of SST is estimated using the same method
as for the determination of the forced variability of the NHT. To avoid contamination by possible model biases
in their response to the external forcings, internal variability of the observed NHT time series and AMO is
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obtained by simply removing the linear trend. Estimating the unforced component by removing the MME
from the observed NHT and AMO does not make significant change to our results. The Atlantic meridional
overturning circulation (AMOC) index (AMOCI) is defined as the maximum AMOC stream function at 40°N
and below 500 m.

All of the anomalies for the climate variables are calculated relative to the reference period of 1961–1990. The
statistical significance of the correlation between the two auto-correlated time series is examined using a
two-tailed Student’s t test with an effective number of degrees of freedom Neff. The value of Neff is given by
the following approximation [Pyper and Peterman, 1998; Li et al., 2013; Sun et al., 2015a, 2015b; Xie et al., 2016]:

1

Neff ≈
1
N
þ 2
N
∑Nj¼1

N � j
N

ρXX jð ÞρYY jð Þ;

where N is the sample size, and ρXX ( j ) and ρYY ( j ) are the autocorrelations of the two sampled time ser-
ies X and Y at time lag j.

Table 1. Basic Information of CMIP5 Models Employed in This Study

Name Modeling Center/Country

Resolution (Latitude × Longitude)

Atmosphere Ocean

ACCESS1-0 Commonwealth Scientific and Industrial Research Organization (CSIRO) and Bureau of
Meteorology (BOM)/Australia

145 × 192 300 × 360
ACCESS1-3 145 × 192 300 × 360
BCC-CSM1-1 Beijing Climate Center (BCC), China Meteorological Administration (CMA)/China 64 × 128 232 × 360
BCC-CSM1-1-m 160 × 320 232 × 360
BNU-ESM College of Global Change and Earth System Science (GCESS), Beijing Normal University

(BNU)/China
64 × 128 200 × 360

CanESM2 Canadian Centre for Climate Modelling and Analysis (CCCMA)/Canada 64 × 128 192 × 256
CCSM4 National Center for Atmospheric Research (NCAR)/United States 192 × 288 384 × 320
CESM1-BGC National Science Foundation (NSF), Department of Energy (DOE), NCAR/United States 192 × 288 384 × 320
CESM1-CAM5 192 × 288 384 × 320
CESM1-FASTCHEM 192 × 288 384 × 320
CESM1-WACCM 96 × 144 384 × 320
CMCC-CESM Centro Euro-Mediterraneo per I Cambiamenti Climatici (CMCC)/Italy 48 × 96 149 × 182
CMCC-CM 240 × 480 149 × 182
CMCC-CMS 96 × 192 149 × 182
CNRM-CM5 Centre National de Recherches Meteorologiques (CNRM) and Centre Europeen de

Recherche et Formation Avancees en Calcul Scientifique (CERFACS)/France
128 × 256 292 × 362

CSIRO-Mk3-6-0 CSIRO with Queensland Climate Change Centre of Excellence (QCCCE)/Australia 96 × 192 189 × 192
EC-EARTH EC-EARTH consortium/Various 160 × 320 292 × 362
FGOALS-g2 National Aeronautics and Space Administration (LASG), Institute of Atmospheric Physics

(IAP), Chinese Academy of Sciences (CAS)/China
60 × 128 196 × 360

FGOALS-s2 108 × 128 196 × 360
GFDL-CM3 National Aeronautics and Space Administration (NOAA) Geophysical Fluid Dynamics

Laboratory (GFDL)/United States
90 × 144 200 × 360

GFDL-ESM2G 90 × 144 210 × 360
GFDL-ESM2M 90 × 144 200 × 360
GISS-E2-H National Aeronautics and Space Administration (NASA) Goddard Institute for Space

Studies (GISS)/United States
90 × 144 90 × 144

GISS-E2-R 90 × 144 90 × 144
HadCM3 Met Office Hadley Centre (MOHC; additional HadGEM2-ES realizations contributed by

Instituto Nacional de Pesquisas Espaciais)/United Kingdom
73 × 96 144 × 288

HadGEM2-ES 145 × 192 216 × 360
INM-CM4 Institute for Numerical Mathematics (INM)/Russia 120 × 180 340 × 360
IPSL-CM5A-LR Institut Pierre-Simon Laplace (IPSL)/France 96 × 96 149 × 182
IPSL-CM5A-MR 143 × 144 149 × 182
IPSL-CM5B-LR 96 × 96 149 × 182
MIROC-ESM Japan Agency for Marine-Earth Science and Technology (JAMSTEC), Atmosphere and

Ocean Research Institute (AORI; The University of Tokyo), and National Institute for
Environmental Studies (NIES)/Japan

64 × 128 192 × 256
MIROC-ESM-CHEM 64 × 128 192 × 256
MIROC5 128 × 256 224 × 256
MPI-ESM-LR Max Planck Institute for Meteorology (MPI-M)/Germany 96 × 192 220 × 256
MPI-ESM-MR 96 × 192 404 × 802
MPI-ESM-P 96 × 192 220 × 256
MRI-CGCM3 Meteorological Research Institute (MRI)/Japan 160 × 320 368 × 360
MRI-ESM1 160 × 320 368 × 360
NorESM1-M Norwegian Climate Centre (NCC)/Norway 96 × 144 384 × 320
NorESM1-ME 96 × 144 384 × 320
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Figure 1. Observed spatial and temporal characteristics of the NAO derived from (left column) HadSLP2r and (right col-
umn) NCAR SLP. (a, b) Cross-correlation coefficients between regionally zonal-averaged annual mean SLPs over the
North Atlantic region (80°W–30°E) for the period 1900–2005. The red solid (blue dashed) contours represent positive
(negative) values at an interval of 0.3 (0.1), and the significant negative correlations at the 95% confidence level are shaded.
(c, d) Spatial pattern of the NAO displayed as the regression map of the annual mean sea level pressure (SLP) onto their
standardized PC time series of 1900–2005. Time series of the NAOI for the period (e) 1850–2005 and (f) 1900–2005. The
thick black curve indicates 11 year running means. Power spectrum of the annual mean NAOI for the period (g) 1850–2005
and (h) 1900–2005. The blue and red dashed lines show the 95% confidence level and the reference red noise spectrum,
respectively.
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3. Performance of CMIP5 Models in Reproducing the NAO and NHT
3.1. Observed Spatial and Temporal Characteristics of the NAO

Figure 1 displays the observed spatial and temporal features of the NAO determined from the HadSLP2r and
NCAR SLP data. The cross correlations between regional (80°W–30°E) zonal-averaged SLPs show statistically
significant negative correlations between the middle and high latitudes (Figures 1a and 1b), indicating that
the NAO reflects a north-south seesaw in atmospheric mass over the North Atlantic sector [Li and Wang,
2003]. In accordance with the cross correlations, the NAO patterns derived from our EOF analysis show
out-of-phase changes between the Icelandic Low and Azores High (Figures 1c and 1d). The positive phase
of the NAO features higher (lower) pressures at middle (high) latitudes. There is great consistency between
the two data sets in the spatial pattern of the NAO, with a pattern correlation of 0.98.

Figures 1e and 1f display the annual mean NAOI calculated using the definition of Li and Wang [2003], and
the NAO time series shows variations over multidecadal, as well as interannual, time scales. This feature
can be clearly demonstrated using continuous power spectrum analysis (Figures 1g and 1h). The observed
NAOI shows a significant spectral peak with a period of approximately 70 years. In addition, there are obvious
peaks over quasi-decadal scales of around 8 years and interannual scales of about 2.7 years. Similarly, the pre-
vious literature concerning the temporal behavior of the winter mean NAO also reports enhanced spectral
power over quasi-decadal (~8 years) and interannual (2–3 years) time scales [Hurrell and Van Loon, 1997;
Cook et al., 1998; Wunsch, 1999; Marshall et al., 2001; Gámiz-Fortis et al., 2002; Hurrell et al., 2003]. It must be
pointed out that the statistical significance of the multidecadal variation should be interpreted carefully,
as the analysis period covers only two cycles for HadSLP2r and one and a half cycles for NCAR SLP.
Nevertheless, a multidecadal oscillation of 50–70 years was found in several studies based on reconstructed
NAO time series [Cook et al., 1998; Wanner et al., 2001; Mazzarella and Scafetta, 2012; Olsen et al., 2012]. Sun
et al. [2015b] identified a quasi 60 year oscillation in both reconstructed data and model simulations and
proposed a delayed oscillator model to explain the mechanism associated with the NAO’s quasiperiodic
multidecadal variability, which is a result of the air-sea interaction and slow oceanic processes over the
North Atlantic region. Besides, the 60–70 year fluctuation is also found in global and regional temperatures
[Schlesinger and Ramankutty, 1994; Delworth and Mann, 2000]. As with the spatial characteristics, the tem-
poral variations of the NAO determined from the two data sets are highly consistent.

In the following section, the CMIP5 model simulations of the NAO variability will be systematically analyzed
from both the spatial and temporal viewpoints. The simulations and observations are compared to examine
the ability of the CMIP5 models to reproduce historical NAO variability. As some values are missing from the
NCAR SLP data set, we use mainly the HadSLP2r data for the model validation.

3.2. Model Simulated NAO Variability

The cross correlation of the regional zonal-averaged SLPs over the North Atlantic sector simulated by the
CMIP5 models (Figure A1) shows that all models can reproduce the seesaw structure of the NAO reasonably
well, with significant negative correlations between middle and high latitudes. The maximum negative
correlation varies from�0.61 (CESM1-WACCM) to�0.86 (GFDL-CM3; Figure 2b). Compared with the observa-
tional value of �0.81 (�0.84) for HadSLP2r (NCAR SLP), the CMIP5 models tend to underestimate the circula-
tion variability associated with the NAO. The latitudinal positions of the two centers of action of the NAO are
measured as the latitudes at which the zonally averaged SLPs have the strongest negative correlation. In
observations, the two centers of action are located at 35°N and 65°N for NCAR SLP and 35°N and 70°N for
HadSLP2r. Note that both data sets have a horizontal resolution of 5° × 5°, and the correlation between regio-
nal zonal-averaged SLPs for HadSLP2r at 35°N and 65°N is �0.80, which is nearly the same as that between
35°N and 70°N. Besides, the latitudes of the centers of action reported by Li and Wang [2003] are also around
35°N and 65°N. Thus, to a large extent, the inconsistency between the two data sets can be ascribed to grid
definition. To prevent any possible influence of interpolation on the result, we use uninterpolated grid data
from each model in this calculation. As shown in Figure 2a, there is a spread of approximately 10° for both
centers of action. The simulated latitudes of the Icelandic Low range from 62.79°N (FGOALS-g2) to 73.46°N
(EC-EARTH), with most distributed around 65°–70°N. Concerning the Azores High, the southernmost locations
are at 33°N (GISS-E2-R) and the northernmost location reaches 46.42°N (NorESM1-M). Most are located within
a band about 5° wide centered on 40°N. When compared with the observational data, most of the simulated
latitudes of the Azores High and the Icelandic Low are displaced to the north. Nevertheless, the models
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generally agree well with the observations in the latitudinal distance between the two centers of action,
which is about 30°.

The leading EOF mode of the simulated annual mean SLPs over the North Atlantic region is calculated for
each model as well as for HadSLP2r to further examine the performance of the models in reproducing the
spatial pattern of the NAO. Figures 3a and 3c display the interannual EOF pattern derived from HadSLP2r,
and the MME of the historical runs, respectively. It can be seen that the models considered in this study
are able to reasonably reproduce the dipole structure of the leading mode of the North Atlantic SLP field.
In the observations, the NAO explains 45.6% of the SLP variability over the North Atlantic region. The esti-
mated margin of error of this percentage is 6.3% according to the method detailed by North et al. [1982].
In the model simulations, the explained variances range from 33.0% (HadGEM2-ES) to 54.5% (CMCC-
CESM). Taking into account the range of uncertainty, most models give a reasonable simulation of the
explained variance of the NAO.

Figure 2. (a) Latitudinal locations of the two centers of action of the NAO. Numbered black dots represent the 40 CMIP5
models whose names are listed on the right. The red (blue) dot refers to the observed result from HadSLP2r (NCAR SLP).
Vertical and horizontal axes indicate the latitudes of the center of Azores High and Icelandic Low, respectively. (b)
Maximum negative correlation coefficients of regionally zonal-averaged SLPs between middle and high latitudes
obtained from CMIP5 model simulations (black dots), HadSLP2r (red line), and NCAR SLP (blue line). The green dashed
line indicates the 95% confidence level.

Journal of Geophysical Research: Atmospheres 10.1002/2016JD025979

WANG ET AL. NAO AND NHT IN CMIP5 SIMULATIONS 4208



We use a Taylor diagram [Taylor, 2001] to quantitatively measure the difference between model simulations
and observations and to make intuitive comparisons among the different models. Figure 4a shows that
almost all of the pattern correlation coefficients between the modeled and observed interannual NAO
patterns are no less than 0.90, indicating that the CMIP5 models generally give a good representation of
the NAO pattern. Despite the difference in the definition of the NAO pattern and the period of study, these
coefficients are generally higher than those obtained previously using the CMIP3 models [Casado and Pastor,
2012; Handorf and Dethloff, 2012], indicating that the CMIP5models improve the simulation of the NAO’s spa-
tial pattern. Nevertheless, compared with the observations, the model results show some biases with respect
to the location and amplitude of the pressure centers.

The latitudinal locations of the two centers of action of the NAO simulated by individual models (Figure A2)
are consistent with the result obtained from the cross-correlation analysis of the SLPs. That is, most of the
simulated Azores Highs are situated to the north of its observed location. For longitudinal locations, nearly
half of the simulated Icelandic Lows, and almost all of the simulated Azores Highs, have an eastward
displacement when compared with the observations. On the other hand, as shown in the Taylor diagram
(Figure 4a), the ratios of the standard deviations between modeled and observed NAO patterns spread from
about 1.11 (CESM1-WCCM and FGOALS-g2) to 1.92 (CMCC-CESM). All models reproduce a larger range of
annual mean SLP anomalies over the North Atlantic domain than seen in HadSLP2r. In general, GISS-E2-H,
ACCESS1-0, and GISS-E2-R perform best at reproducing the interannual NAO pattern.

We next assess the ability of the CMIP5 models to handle the temporal behavior of the NAO from several dif-
ferent standpoints, including the Taylor diagram and power spectrum analysis. A pair of Taylor diagrams is
used to quantify the similarity between the simulated and observed annual mean (Figure 5a), as well as dec-
adal (Figure 5b), NAOI. Note that the NAO is driven mainly by internal atmospheric dynamics, and historical
simulations are initiated from an arbitrary point in a quasi-equilibrium control run [Taylor et al., 2012].
Therefore, the modeled evolution of the NAO time series cannot be expected to exactly coincide with

Figure 3. Leading EOF mode of the (a) annual mean and (b) decadally smoothed SLP field over the North Atlantic
region derived from HadSLP2r. The red numbers at the top right corner indicate the explained variance. (c and d) as in
Figures 3a and 3b but for the MME of CMIP5 historical simulations.
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either the observations or the evolutions simulated by other models. The large spread of the coefficients
indicates the differences among the models with respect to the interpretation of internal climatic
variability. The ratios of the standard deviations between the modeled and observed annual mean NAOI
are generally close to 1.0, showing that the models performed well in reproducing the amplitude of the
interannual variability of the NAO. However, for the decadal NAOI, all of the ratios, except for FGOALS-s2,
are less than 1.0. Apparently, for decadal and longer time scales, most CMIP5 models underestimate the
amplitude of the NAO.

Another important aspect of the temporal behavior of the NAO is its spectral characteristics. Here we use the
continuous power spectrum to examine the performance of the CMIP5 models in reproducing the spectral
structure of the NAO. We find a considerable difference in the distribution of spectral power among the mod-
els (Figure 6a). The spectrum of the observed NAO series is slightly red, which means greater spectral power
at lower frequencies. However, this is not seen in most model simulations. Spectral power over multidecadal
time scales is underestimated by almost all of themodels except FGOALS-s2. This is consistent with the above
result that only this model simulates a larger standard deviation of the decadal NAOI than seen in the obser-
vations. As summarized in Figure 6b, the observed spectral peak at 2–3 years is captured by 16 of the models,
and the enhanced energy at around 8 years is generated by only eight models. Based on their studies using
the CMIP3models, Handorf and Dethloff [2012] also reported the lack of a quasi-decadal spectral peak in most
of the model simulations. When focusing on the multidecadal scale, only seven models (FGOALS-s2,
GFDL-ESM2G, GISS-E2-R, HadGEM2-ES, IPSL-CM5A-LR, MIROC-ESM, and MIROC5) show enhanced energy
over multidecadal time scales, but this was not statistically significant. Taken together, only a minority of
the CMIP5 models reproduce the classical spectral peaks of the NAOI, whereas most models tend to under-
estimate the spectral power over the decadal to multidecadal scales.

Although reproduction of the observed temporal evolution of the decadal NAOI by the CMIP5models cannot
be expected, a few models do indeed show enhanced spectral power over decadal and multidecadal scales.
Therefore, it is necessary to further explore how well the NAO pattern of decadal to multidecadal time scales
is simulated. Figure 3b shows the decadal pattern of the NAO derived from the HadSLP2r data. The decadal
EOF pattern is obtained by performing EOF analysis on the SLP fields smoothed using an 11 year running
mean. In the observations, the NAO is the leading EOF mode and explains 58.0%, with a margin of error of
8.0%, of the decadal variability over the North Atlantic area. Compared with the interannual NAO pattern,
the amplitude of the decadal NAO pattern is smaller. However, the decadal dipole pattern is only slightly
different from the interannual pattern, with a westward shift of the Icelandic Low and a southward shift of
the Azores High. Similarly,Woollings et al. [2015] distinguished SLP patterns associated with the NAO variabil-
ities over multidecadal and interannual-decadal time scales and found that there are only subtle differences
between them.

Figure 4. Taylor diagram of the (a) NAO pattern and (b) decadal NAO pattern. Each numbered dot in the diagram repre-
sents a single model (see Figure 2a for which model each number represents). The term “REF” on the horizontal axis
refers to the reference point. Black dashed lines and arcs indicate the correlation coefficient and the ratio of standard
deviations betweenmodeled and observed (HadSLP2r) NAO patterns, respectively. Black solid arcs show the centered root
mean square difference which is equal to the radical distance from the reference point.
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Generally, compared with the interannual NAO pattern, larger inconsistencies with respect to the observa-
tions are evident in the simulated decadal NAO pattern (Figure A3). The correlation between the simulated
and observed decadal NAO patterns is no greater than 0.90 for any of the models (Figure 4b). The MME pat-
tern (Figure 3d) shows a clearly eastward displacement for both centers of action of the decadal NAO when
compared with the observations (Figure 3b). In addition, most of the simulated Azores Highs are located
north of the observed location. There is a large spread in the ratios of the standard deviations of the simu-
lated and observed decadal NAO patterns among the models (Figure 4b). Most of the ratios are larger than
1.0, although the MME pattern shows a smaller maximum in the centers of action of the NAO (Figure 3d). This
is probably due to the fact that the decadal NAO pattern in the models is more spread out over the domain,
which leads to higher spatial standard deviation despite smaller maxima in the centers of action.

In most of the model simulations, the NAO is the first EOF mode of decadal SLP variability over the North
Atlantic sector. However, for INM-CM4, the first mode shows a tripole pattern (not shown), and the second
mode is closer to the NAO. In fact, the first two EOF modes simulated by INM-CM4 are not independent of
each other based on the criterion suggested by North et al. [1982]. The explained variance of the decadal
NAO mode varies considerably among the models. For example, the smallest and largest variances are
34.4% (FGOALS-g2) and 72.7% (FGOALS-s2), respectively. Taking the uncertainty of this value into account,

Figure 5. Taylor diagram of the (a) annual mean and (b) 11 year running-averaged NAOI. See Figure 2a for which model
each number represents.
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Figure 6. (a) Power spectrum of the NAOI derived from HadSLP2r as well as individual CMIP5 models. The blue and red dashed lines show the 95% confidence level
and the reference red or white noise spectrum, respectively. (b) Summary of the performance of CMIP5 models in reproducing NAO’s spectral structure. A solid
dot indicates that the model simulates a significant peak at the 95% confidence level. A circle indicates that the simulated spectrum shows enhanced power for the
considered period though not statistically significant.
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more than half of the models underestimate the variance explained by the decadal NAO. Models that show
enhanced energy over multidecadal scales in the power spectrum analysis generally have larger explained
variances of the decadal variability in the North Atlantic SLP field than do the other models.

Recent work has shown that internally generated climate variability could induce large differences in the
simulated NAO variability across different ensemble members in the samemodel [Deser et al., 2016]. This kind
of sampling variability should be taken into consideration when evaluating model performance. We use a
method similar to that introduced by Deser et al. [2016] to estimate the uncertainty in the simulated NAO pat-
tern. The range of error at each grid point of the simulated EOF pattern is measured as the doubled standard
deviation of the values generated by all ensemble members at that point. As it provides 10 historical runs,
which is the largest ensemble among the models considered in this study, we use the simulations from
CNRM-CM5 as an example. We found that internal stochastic variability can induce a sampling error of about
±18 Pa in the simulated amplitude of the interannual NAO pattern. With respect to the decadal NAO pattern,
the range of error is about ±12 Pa for the Icelandic Low and ±20 Pa for the Azores High, which indicates a
much larger uncertainty because the amplitude of the decadal NAO pattern is relatively smaller. Thus, longer
simulations may be needed to better analyze the simulated NAO characteristics over decadal time scales. As
it is not easy to estimate the sampling error of an EOF pattern, and we have made just a simple attempt here,
further effort will be needed to allow more thorough analysis in the future.

3.3. Model Simulation of the Multidecadal NHT

The variation of the NHT is a combination of internal unforced variability as well as a response to external for-
cings from both natural and anthropogenic sources. The general features of the historical NHT evolution that
reflects both internal and forced variabilities are reproduced reasonably well by coupled climate models
[Zhou and Yu, 2006; Flato et al., 2013; Jones et al., 2013; Knutson et al., 2013]. As shown in Figure 7a, the dec-
adally smoothed NHT anomalies that incorporate both unforced and forced components simulated by the
CMIP5 models are generally highly correlated with the observations (HadCRUT4). Most of the correlations
are greater than 0.90, and almost all of them are greater than 0.80. More than half of the ratios of the standard
deviations between modeled and observed decadal NHT anomalies fall within the range 0.75 to 1.25. This
indicates that, consistent with earlier studies [Flato et al., 2013; Jones et al., 2013; Knutson et al., 2013], most
CMIP5 models can acceptably reproduce the temporal evolution, as well as the amplitude, of the multideca-
dal NHT when the forced and internal variabilities are not separated.

How well do the CMIP5 models reproduce the internal variability of the multidecadal NHT? We use the
methods described in section 2 to estimate the internal variabilities of the modeled and observed NHT
anomalies and make a comparison between them. Figure 7b shows the Taylor diagram of the internal-only
variability of the decadally smoothed NHT anomalies. As an internally generated variability, the temporal evo-
lution of the unforced NHT in model simulations cannot be expected to synchronize with the observations,
and the relatively low correlations in Figure 7b demonstrate this. The simulated amplitudes of the internal
decadal NHT anomalies vary markedly among the models. For example, the ratio of standard deviations to
the observations is 1.27 for HadGEM2-ES but only 0.32 for GISS-E2-R. Generally, most models underestimate
the decadal fluctuation of the internal NHT anomalies.

In summary, although the CMIP5 models reproduce the multidecadal variability of the historical NHT
reasonably well, they tend to underestimate the internal part of the multidecadal NHT. This indicates that
the CMIP5 historical simulations of the NHT may be overly influenced by external forcings, and the success
of the models in reproducing the historical NHT variability is largely dependent on their accurate interpreta-
tion of the forced component of the NHT. Previous studies reported that internal climate modes such as the
Interdecadal Pacific Oscillation (IPO) [Dai et al., 2015; Kosaka and Xie, 2016] and El Niño–Southern Oscillation
(ENSO) [Schmidt et al., 2014] may contribute to the stimulation of the internal variability of the global mean
surface temperature. However, less attention has been paid to the contribution of the NAO. Based on obser-
vational and theoretical modeling analysis, Li et al. [2013] found that the NAO is an important driver of the
NHT multidecadal variability, and about two thirds of the variance of the multidecadal NHT can be explained
as a response to this NAO variability. Furthermore, Keenlyside et al. [2008] suggested the importance of the
NAO’s role in the decadal prediction of global temperature. These studies provide some indication of
why the models tend to underestimate the multidecadal internal variability of the NHT. Our analysis in
section 3.2 suggests that the CMIP5 models tend to underestimate the observed decadal to multidecadal
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variability of the NAO. This may be one of the possible reasons for their underestimation of the internal
variability of the NHT. In the following section, we will explore the representation of the NAO-NHT
relationship in the CMIP5 models.

4. NAO-NHT Relationship in Model Simulations

Li et al. [2013] identified a significant phase lag between the observed NAO and NHT. The correlation coeffi-
cients are positive when the NAO leads the detrended NHT by 10–20 years and reaches a maximumwhen the
NAO leads by 16 years. Based on their study, we further examine whether the CMIP5 models can reproduce
this relationship. Figure 8 displays the simulated lead-lag correlations between the NAO and internal NHT
anomalies time series based on the annual mean, as well as decadally smoothed data covering the period

Figure 7. Taylor diagram of the decadal NHT anomalies for (a) forced and internal variabilities and (b) internal variabilities
only. See Figure 2a for which model each number represents.

Journal of Geophysical Research: Atmospheres 10.1002/2016JD025979

WANG ET AL. NAO AND NHT IN CMIP5 SIMULATIONS 4214



1900–2005. One well-defined feature is that the lead-lag correlations for the 40 models show highly varying
patterns. Qualitatively, there are 11models (ACCESS1-0, BCC-CSM1-1-m, CCSM4, CESM1-CAM5, CSIRO-Mk3-6-
0, INM-CM4, IPSL-CM5A-LR, MIROC-ESM, MIROC-ESM-CHEM, MPI-ESM-MR, and NorESM1-ME) that reproduce
a significant positive correlation when the NAO leads the NHT by more than 5 years. Another three
models (CanESM2, CMCC-CMS, and GFDL-ESM2G) also reproduce a decadal lead of the NAO, but this is not
statistically significant. In addition, for BCC-CSM1-1, CESM1-BGC, CMCC-CM, and CNRM-CM5, there is a nearly
in-phase decadal fluctuation between the NAO and the internal NHT. Discrepancies in the modeled lead-lag
correlations between the NAO and the internal NHT are possibly caused by the differences in how the various
models represent the physical processes that contribute to the NAO-NHT relationship.

In fact, the physical mechanism associated with themultidecadal variability over the North Atlantic sector has
been discussed in many previous studies. Modeling studies show that the forcing effect related to the NAO
may contribute to the multidecadal variation of the AMOC, which then influences the meridional heat trans-
port that can further cause the SST signatures of the AMO [Delworth and Greatbatch, 2000; Eden and Jung,
2001; Latif et al., 2006a, 2006b; Park and Latif, 2010; Sun et al., 2015b]. The warming or cooling effect of the
AMO will simultaneously impact the surface temperature over the NH [Sutton and Hodson, 2005; Knight
et al., 2005; Zhang et al., 2007;Wyatt et al., 2012]. Thus, the AMOmay act as a pathway for allowing a delayed
influence of the NAO onto the NHT [Li et al., 2013; Sun et al., 2015b].

Significant positive correlations when the NAO leads the AMO by approximately 15–20 years have been
found in both observational [Li et al., 2013] and model [Sun et al., 2015b] studies, reflecting the delayed ocea-
nic response to the atmospheric forcing mentioned in the last paragraph. Here we also calculate the lead-lag
correlations between the NAO and AMO indices for each individual model to examine whether this relation-
ship can be captured by the CMIP5 models. About half of the models agree on the NAO’s lead of the AMO in
the historical simulations, although the lead time differs among models (Figure A4). Similarly, consensus
regarding a 5 year lead of the NAO over the AMO is also reported by Peings et al. [2016] based on analysis
of the preindustrial control runs [Taylor et al., 2012] of the CMIP5 models. In addition, for all models that
roughly capture the NAO-NHT phase lag, except CCSM4, a positive correlation is evident when the AMO is
led by the NAO. In addition, the simulated lag time is consistent with that between the NAO and the internal
NHT. This means that the strengthening of the NAO is followed by a positive phase of the AMO after several
years to a decade, and warming over the North Atlantic region will simultaneously heat the entire NH. We
note that some models, such as ACCESS1-3, CESM1-BGC, CMCC-CESM, HadGEM2-ES, and MRI-CGCM3, give
a positive correlation when the NAO leads the AMO by around a decade but fail to catch the phase lag
between the NAO and NHT. This may be because the NHT variability is not induced by AMO heating alone,
meaning that the NHT variability seen in these models may be dominated by other factors.

Among the 40 models studied here, the AMOC output from 10 (CNRM-CM5, FGOALS-g2, GISS-E2-R, MIROC5,
MPI-ESM-LR, MPI-ESM-MR, MPI-ESM-P, MRI-ESM1, NorESM1-M, and NorESM1-ME) is available, which allows us
to further explore the discrepancies in the simulated NAO-NHT connection among these models. We divided
these 10 models into two categories, based on whether they can reproduce the NAO’s lead on the NHT.
Category I contains two models, MPI-ESM-MR and NorESM1-ME, which portray significant positive correla-
tions when the NHT is led by the NAO. The other eight models (CNRM-CM5, FGOALS-g2, GISS-E2-R,
MIROC5, MPI-ESM-LR, MPI-ESM-P, MRI-ESM1, and NorESM1-M), which are not able to capture the significant
phase lag between the NAO and the NHT, are classified as Category II.

To examine the possible contribution of the AMOC to the NAO-NHT connection, we calculated the lead-lag
correlations between the NAOI and AMOCI for each Category I model. In Figure 9a, a positive correlation peak
can be seen when the decadal NAOI leads the AMOCI by about 9 years for MPI-ESM-MR and 2 years for
NorESM1-ME. The maps of the lagged correlation between the NAO and the AMOC stream function
(Figures 9c and 9e) show positive correlations spreading over the North Atlantic Ocean. This indicates that
the AMOC tends to strengthen several years after the NAO turns to its positive phase. The difference in the
lead-time of the NAO over the AMOC indicates the difference in the response time of the ocean to the
NAO forcing simulated by the different models. On the other hand, the AMOC varies nearly in phase with
the AMO (Figure 9b) for the Category I models, and the lagged correlation maps between the AMOCI and
SST over the North Atlantic region (SST lags the AMOCI by 0 years for MPI-ESM-MR and 4 years for
NorESM1-ME) show a homogeneous pattern that resembles the AMO signature (Figures 9d and 9f). This
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indicates that the strengthened AMOC will lead to the warming of the North Atlantic SST, possibly
through the heat convergence induced by the enhanced meridional heat transport. Therefore, the physical
processes underlying the delayed response of the AMO to the NAO reported in previous studies [Eden
and Jung, 2001; Latif et al., 2006a, 2006b; Park and Latif, 2010; Sun et al., 2015b] is reproduced by the
Category I models. These common features of the Category I models can be seen clearly in the MME curve
(Figures 9a and 9b).

Figure 8. Lead-lag correlation coefficients between the NAOI and internal NHT anomalies derived from the observations as well as CMIP5 historical simulations. The
red (blue) curve is for the annual mean (11 year running-averaged) time series. Negative (positive) lag means that the NAO is leading (lagging). The red (blue)
dashed curves indicate the 90% confidence level for the unsmoothed (smoothed) time series determined using the effective number of degrees of freedom.
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In contrast, for the Category II models, although most models agree with a lead of around 0–10 years in the
fluctuation of the AMOC relative to the AMO (Figure 10b), the strengthening of the AMOC several years after
the positive NAO forcing reproduced by the Category I models is not captured by the Category II models
(Figure 10a). Some of the Category II models present a weakened AMOC after the positive phase of the
NAO. The MME of the NAO-AMOC correlations for the Category II models are weak at all considered lags.
Possibly because of the absence of this oceanic response process, we found no significant positive correla-
tions between the NAO and the AMO of subsequent years for the Category II models (Figure A4). This is a
possible explanation for the absence of the NAO-NHT relationship in the Category II model simulations.
Therefore, capturing the ocean processes related to the AMOC may play an important role in the successful
simulation of the observed NAO-NHT connection.

Figure 9. (a) Lead-lag correlations between the decadally smoothed NAOI and AMOCI for each model from Category I as
well as the MME. Negative (positive) lag means that the NAOI is leading (lagging). Dots on the curves indicate that the
correlations are significant at the 90% confidence level. (b) As in Figure 9a but for the lead-lag correlations between the
decadally smoothed AMOCI and AMOI. Negative (positive) lagmeans that the AMOCI is leading (lagging). The term Cor (x, y)
in Figures 9a and 9b denotes the correlation analysis between the variables x and y. (c) Lagged correlation map between
the decadally smoothed NAOI and AMOC stream function for MPI-ESM-MR. (d) Lagged correlation map between the
decadally smoothed AMOCI and SST over the North Atlantic region for MPI-ESM-MR. (e and f) as in Figures 9c and 9d but for
the results of NorESM1-ME. Dots in Figures 9c–9f indicate that the correlations are significant at the 90% confidence level.
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Themain findings in this section are summarized in Figure 11. It can be seen clearly that all of the models that
reproduce the leading influence of the NAO on the NHT, except CCSM4, also capture its influence on the AMO
as well as the AMOC (when available). Therefore, the ability of CMIP5 models in reproducing the observed
NAO-NHT relationship is possibly related to their performance in simulating the underlying physical pro-
cesses involved with the AMO and the AMOC.

5. Summary and Discussion

In this paper, we first systematically evaluate how the CMIP5 models perform in reproducing the spatial and
temporal variabilities of the NAO with special focus on multidecadal time scales. Then, we assess the simu-
lated multidecadal NHT variability using the internal component extracted from the total variability. Finally,
we analyze the model representation of the observed NAO-NHT relationship and explore possible sources
of the model discrepancies.

Figure 10. As in Figures 9a and 9b but for the result of Category II models.

Figure 11. Summary of the CMIP5 model performance in reproducing the NAO-NHT, NAO-AMO, and NAO-AMOC linkages.
In the first to third rows, a solid dot indicates that the model reproduces the significant positive correlation when the
NAO precedes the NHT, AMO, and AMOC, respectively. A circle indicates that the model reproduces the positive correlation
but not significant. Blank means the AMOC data of the model are not available. In the fourth row, a solid dot indicates
that the model reproduces all the significant correlations in the above rows. A circle means that the model captures the
above linkages but at least one of them is not significant. A cross indicates that the model fails to reproduce at least one of
the considered linkages. The grey shading highlights the models that capture all the considered linkages.
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We find that, in general, all of the models generate a reasonable representation of the seesaw structure in SLP
changes related to the interannual NAO. Improvement is shown by the CMIP5models in reproducing the spa-
tial pattern of the NAO relative to the CMIP3 models. Nevertheless, there are still some biases in the location
and amplitude of the centers of action. Most of the simulated Azores Highs are located to the northeast of the
observed position, and nearly half of the Icelandic Lows show an eastward displacement. Compared with the
interannual NAO pattern, there is less consistency between the modeled and observed decadal NAO
patterns. The eastward bias of both pressure centers and the northward bias of the Azores High are more pro-
nounced for the decadal NAO patterns. With respect to the temporal variability of the NAO, the simulated
standard deviations of the annual mean NAOI are in good agreement with the observations, but the ampli-
tudes of the decadal to multidecadal variabilities are underestimated bymost of the models. Power spectrum
analysis supports the conclusion that most of the models exhibit less variance over decadal andmultidecadal
scales than do the observations.

Regarding the simulation of the NHT, multidecadal variations of the twentieth century NHT that incorporate
both internal and external forced variabilities are generally well captured by the CMIP5models. However, this
is mainly the result of the reasonable interpretation of the models concerning the forced part of the NHT
variability. By subtracting the multimodel ensemble mean from the NHT time series simulated by each indi-
vidual model, the unforced internal component of the NHT variability is isolated. We find that most of the
CMIP5 models tend to underestimate the multidecadal fluctuation of the internal NHT. Based on observa-
tional studies, Li et al. [2013] found a 16 year phase lead of the NAO relative to the detrended NHT, which
suggests that the NAO multidecadal variability is an important internal source of the multidecadal NHT.
This connection between the NAO and hemispheric surface temperature variation is supported by modeling
studies that provide further evidence of associated physical processes [Delworth and Zeng, 2016; Delworth
et al., 2016]. Thus, it is reasonable to attribute the underestimation of the multidecadal variability of the inter-
nal NHT partially to the inadequate representation of the multidecadal fluctuation of the NAO by the models.
However, the NAO is not the only driver of the multidecadal NHT variability; other possible factors such as the
IPO [Dai et al., 2015; Kosaka and Xie, 2016] may also contribute to the model representation of the internal
variability of NHT.

Model simulations of the observed NAO-NHT relationship are also examined. In the historical simulations, 14
models (ACCESS1-0, BCC-CSM1-1-m, CanESM2, CCSM4, CESM1-CAM5, CMCC-CMS, CSIRO-Mk3-6-0, GFDL-
ESM2G, INM-CM4, IPSL-CM5A-LR, MIROC-ESM, MIROC-ESM-CHEM, MPI-ESM-MR, and NorESM1-ME) generally
reproduce the positive correlation peak when the NAO leads the NHT by up to two decades, although with
some biases in lag time and the significance of the correlation. Previous studies have suggested that the AMO
acts as a “bridge” that passes the multidecadal NAO signal to the NHT [Li et al., 2013; Sun et al., 2015b].
Correspondingly, a delayed response of the North Atlantic SST to the NAO is also detected in all the models
that reproduce the NAO’s lead on the NHT, except CCSM4 (Figure 11). To explore the discrepancies in model
simulations of the NAO-NHT connection, we classify the models into two categories based on whether they
reproduce the delayed response of the NHT to the NAO. The models that capture the NAO’s lead on the NHT
also generate a delayed response of the AMOC to the NAO forcing, as well as the SST warming over the North
Atlantic region associated with the enhanced AMOC. In contrast, these processes are not seen in models that
fail to reproduce the NAO-NHT relationship. This indicates that capturing the slow ocean processes related to
the AMOC may play an important role in the successful reproduction of the NAO-NHT connection. Although
sampling variability may make a partial contribution to the discrepancies in the model simulations of the
NAO-NHT connection, it is possible that the inconsistency between models is derived mainly from their
different interpretation of the underlying physical processes.

In addition, to examine the consistency in the simulation of the NAO-NHT relationship between different runs
of the same model, lead-lag correlations for the 10 ensemble members of CNRM-CM5 are calculated as an
example. Large inconsistency in the correlation patterns is found among different runs (not shown).
However, as in the first run, the significant decadal lead of the NAO on the NHT is not captured by the other
runs. Since the NAO and the unforced NHT are mainly internally generated variabilities, there can be large
differences in the simulated phases between different runs of the samemodel. The inconsistency in the simu-
lated NAO-NHT correlations is a demonstration of the difference in the chronologies of the simulated NAO
and NHT among different runs. Besides, this inconsistency is also an illustration of the uncertainties that lie
in the analysis results concerning decadal relationships derived from relatively short time series. We must
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point out that one limitation of this
study lies in the relatively short
time series used in the lead-lag
correlation analysis. The historical
simulations of the NAO-NHT and
NAO-AMO relationship are based
on data sets that cover periods of
only about 100 years. Thus, the
robustness of this relationship is
difficult to confirm. One possible
approach to tackling this problem
is to further analyze this relation-
ship using preindustrial control
runs that cover a much longer
time period. This would require
a large amount of computing
resources but could be considered
in future studies.

Previous studies also found signifi-
cant negative correlations when
the NAO lags the AMO by up to
20 years [Li et al., 2013; Peings and
Magnusdottir, 2014; Sun et al.,
2015b], indicating a possible feed-
back from the AMO to the NAO

after the NAO’s delayed influence on the AMO. However, this significant lead-lag relationship between the
NAO and the AMO is roughly generated by only a few of the models (CESM1-CAM5, CESM1-FASTCHEM,
CSIRO-Mk3-6-0, GFDL-ESM2G, INM-CM4, MRI-CGCM3, and NorESM1-ME) considered in this study. Similarly,
Peings et al. [2016] have also reported the lack of this lead-lag relationship between the NAO and the AMO
in CMIP5 simulations and further analyzed the specific behavior of GFDL-ESM2G in reproducing the feedback
of the AMO onto the NAO. The forcing effect from the NAO and the feedback from the ocean are two of the
key processes responsible for the multidecadal fluctuation of the NAO [Sun et al., 2015b]. Thus, the lack of
these two processes could be one possible explanation for the lack of the multidecadal NAO variability in
the model simulations.

This study assesses the representation of the observed NAO-NHT linkage in the CMIP5 models, which may
provide a new insight into possible approaches to improving the simulation of the internal NHT variability.
As done in section 4, we divide the models into two categories. Category I includes the 14 models that basi-
cally reproduce the leading influence of the NAO on the NHT, whereas the other 26 models are included in
Category II. Figure 12 displays the distribution of the ratios of standard deviations between simulated and
observed decadally smoothed internal NHT anomalies for Category I and Category II models. Compared with
the Category II models, Category I models generally give higher standard deviations, indicating that the mul-
tidecadal NHT variability is relatively less underestimated by these models. Thus, simulating the effect of the
NAO on the NHT is important for representing natural variability of the NHT in the AOGCMs. To improve the
model representation of the NHT, future efforts will be required in the simulation of the underlying physical
processes associated with the leading influence of the NAO on the NHT.

Appendix A: Individual Performances of the 40 CMIP5 Models

Shown are the simulations of the individual CMIP5 models for the cross-correlation coefficients between
regionally zonal-averaged SLPs over the North Atlantic region (Figure A1), the interannual NAO pattern
(Figure A2), the decadal NAO pattern (Figure A3), and the lead-lag correlation coefficients between the
NAOI and AMOI (Figure A4).

Figure 12. Distribution of the ratios of standard deviations between mod-
eled and observed internal variabilities of the decadally smoothed NHT for
Category I and Category II models. From top to bottom, horizontal bars in the
box plot indicate the maximum, upper quartile, median, lower quartile, and
minimum of the ratios. The red dot indicates the average value of the ratios.
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Figure A1. Cross-correlation coefficients between regionally zonal-averaged annual mean SLPs over the North Atlantic region (80°W–30°E) for the period 1900–2005
derived from HadSLP2r as well as CMIP5 models. The red solid (blue dashed) contours represent positive (negative) values at an interval of 0.3 (0.1), and the sig-
nificant negative correlations at the 95% confidence level are shaded.
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Figure A2. The leading EOF mode of annual mean SLP field over the North Atlantic sector derived from HadSLP2r and historical simulations of the CMIP5 models.
The red numbers at the top right corner indicate the explained variance.
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Figure A3. As in Figure A2 but for the result of decadally smoothed SLP. For INM-CM4, the second EOF mode is displayed.
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Figure A4. As in Figure 8 but for the lead-lag correlation coefficients between the NAOI and AMOI.
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